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Abstract   

Urban transportation networks, consisting of numerous links and nodes, experience 
traffic incidents such as accidents and road maintenance work. A typical 
consequence of incidents is congestion which results in long queues and causes high 
travel time variability. In order to combat the negative effects due to congestion, 
various mitigation strategies have been proposed and implemented in the United 
States and worldwide. The effectiveness of these congestion mitigation strategies for 
incident conditions largely depends on the accuracy of information regarding 
network conditions. Therefore, an efficient and accurate procedure to determine the 
link states, reflected by flows and density over time, is essential to incident 
management. 
 
This research project constructs a user equilibrium Dynamic Traffic Assignment 
(DTA) model using linear programming (LP) that incorporates the Cell Transmission 
Model (CTM) to evaluate the temporal variation of flow and density over links, 
which accurately reflect the link states of a transportation network. The proposed 
model adopts a scheme of bi-level optimization in which the upper level program 
determines the flows over the network while the lower level program (CTM) 
propagates flows according to widely-accepted traffic flow theory. Encapsulation of 
the CTM equips the model with the capability of accepting inputs of incidents like 
duration and capacity reduction. Moreover, the proposed bi-level model is capable of 
handling multiple origin-destination (OD) pairs, which is a strength that most LP-
based DTA models do not possess. By using this model, the temporal variation of 
flows over links can be readily evaluated and thus it can be used to predict the time-
dependent link states.  
 
The results of numerical examples show that the flow pattern preserves the user 
equilibrium principle and satisfies the First-In-First-Out (FIFO) condition. The link-
based encapsulation of CTM is able to temporally capture the queue between links 
and fully mimics the spillback within links.  
 
The flow pattern resultant from the proposed LP-DTA procedure can be transformed 
to density variation diagrams of links. These visualized density predictions provide 
insights to link state relationships by graphically describing the states of all the links 
of a transportation network. The impact of incidents on links can be reflected by their 
density and flow variations during and after the incidents. The results of the 
numerical examples, by isolating the effects of the incident, show that the parallel 
routes of a specific OD pair display the relationship of substituting for each other, 
which is consistent with general expectations. A closer examination over the density 
variations confirms the existence of a substitution relationship between the unshared 
links of the two routes connecting an OD pair. Quantitative information about the 
additional traffic on the diversion route in terms of amount and duration of diverted 
traffic is also obtained.  
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Two levels of application of link state relationships are identified for real-world 
situations. Information about link states for different incident scenarios can be 
aggregated and mined to derive general patterns for the link state relationships. 
These patterns can be used as general guidance for incident management purposes. 
A microscopic level of application involves usage of flow and density predictions for 
a specific incident to determine which specific incident management strategy (e.g. 
opening the HOV lane to all traffic or changing signal timing) is most beneficial.  
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Chapter 1 Introduction 

Urban transportation networks, consisting of numerous links and nodes, are 
vulnerable to various events ranging from natural disasters, such as hurricanes, to 
common traffic incidents, like accidents. A typical consequence of common incidents 
is congestion which results in long queues and causes high travel time variability. 
Congestion due to incidents constitutes at least 25% of total congestion (Cambridge 
Systematics, 2005). In addition, incidents account for approximately 60% of the 
vehicle hours lost to congestion (Robinson and Nowak, 1993). Congestion effects 
introduced by incidents are accentuated during peak hours. During peak hours 
when traffic flow approaches its capacity, the queue caused by lane closure possibly 
remains until the peak hours end (Helman, 2004).  
 
In order to combat the negative effects due to congestion, various mitigation 
strategies have been proposed and implemented in the United States and worldwide. 
Strategies commonly used include ramp metering as well as hard shoulder operation 
which aim to deal with recurrent congestion. For non-recurrent congestion mainly 
due to incidents, mitigation strategies adopted are variable speed limits, dynamic 
high-occupancy-vehicle (HOV) designations, and route diversion through variable 
message signs (Liu and Murray-Tuite, 2008). The effectiveness of implementing these 
strategies for incident conditions largely depends on the accuracy of information 
regarding network conditions. Particularly for the route diversion strategy, it is 
important to predict the amount of traffic diverted in order to ensure the 
effectiveness of the strategy; operations of the diverted routes may need to be 
adjusted accordingly to handle additional traffic due to the diversion. Therefore, an 
efficient and accurate procedure to determine the link states is essential to incident 
management. Moreover, understanding of the link state relationships can also be 
useful to provide general guidance for incident mitigation efforts.  
 
The remainder of this chapter is divided into three sections. The first section presents 
background to the study methodology by discussing the nature of link states and 
dynamic traffic assignment. The objectives of the study are presented in the second 
section and the last section presents the organization of the report.  
 

1.1. Methodology of the Study 

1.1.1.  Nature of Link States 

The states of the links that constitute a traffic network cannot be described 
exclusively by binary indicators for detailed analyses. Such dichotomous 
descriptions like “connected” and “disconnected” are suitable for utility networks 
because the connection status of links are of most interest under usual circumstances. 
However, under most occasions, links of a transportation network exhibit 
intermediate states rather than extreme states such as “disconnected.” Furthermore, 
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the link states are dynamic. Therefore, continuous measurements that have a time 
dimension are needed to accurately describe the link states of a traffic network. 
Fortunately, the traffic conditions on a specific link can be described using measures 
from well-established traffic theory such as flow, density and speed, which are 
dynamic and continuous.  
 
In addition to the difficulty of state description, the human factor adds to the 
complexity of determining the link states. Drivers tend to re-route when incidents 
occur especially when information about the traffic conditions is available. This is 
very different from communication networks in which signal traffic, under normal 
conditions, would not divert from the pre-determined route spontaneously. This is 
different from what people can do under similar conditions within a transportation 
network. In other words, the route choice of network traffic possesses a dynamic 
nature. Therefore, in order to predict the link states, this re-routing behavior needs to 
be captured.  
 
The existence of intermediate link states, combined with the dynamic nature of 
drivers’ route choice, leads to complicated link state relationships. Specifically, link 
state relationships may change over time and cannot be excessively synthesized into 
simple descriptions. Therefore, a complete evaluation of the dynamic variations of 
link states is necessary to facilitate the understanding of the link state relationships.  
 

1.1.2. Dynamic Traffic Assignment 

The static traffic assignment problem is defined as determining the flows for each 
link of a transportation network based on known demand (origin-destination matrix) 
and link performance functions (Sheffi, 1985). The Dynamic Traffic Assignment 
(DTA) departs from this definition by dealing with time-dependent flows. In 
addition, DTA is inherently characterized by the need to adequately represent traffic 
realism and human behaviors, which are, to some extent, reflected by the assignment 
principles like user-equilibrium (UE). The UE principle assumes that network users, 
or drivers, can choose their departure time and paths freely. Therefore, the output of 
a DTA procedure based on UE principle provides all the necessary elements to 
describe link states and subsequently understand link state relationships. User 
Equilibrium Dynamic Traffic Assignment (UE-DTA) is applied for this study since it 
gives both the required flow measurements and captures the re-routing behavior.  

 

1.2. Objectives of the Study 

The objectives of this study can be described as follows:  
 In order to efficiently and accurately determine the link states, this research 

project constructs a linear programming model that incorporates the Cell 
Transmission Model (CTM) based on Carey’s bi-level DTA framework (2009). 
The proposed model contributes to the existing literature by equipping the 
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model with the capability of modeling transient traffic as well as handling 
multiple OD pairs without first-in-first-out (FIFO) violation within the UE 
framework, which is a merit that most LP-based models do not possess. By 
using this model, the temporal variation of flows over links can be readily 
evaluated and thus it can predict the link states.  

 Transform the predicted flows into temporal density variations to evaluate 
link states of a traffic network. The temporal density variations are 
graphically presented thus facilitating interpretation.  
 

1.3. Organization of the Report 

The rest of the report is organized as follows. The next chapter reviews research 
efforts in the DTA field and focuses on various analytical formulations. Chapter 3 
lays out the formulation of the model, discusses some properties of the proposed 
model and presents the proof of equivalence to dynamic user equilibrium. 
Numerical examples are provided in Chapter 4.  Based on the results for the two 
sample networks, basic insights into link state relationships are provided in Chapter 
5, as well as conclusions and future directions.  

 

  



4 
 

Chapter 2 Literature Review 

Since dynamic traffic assignment is applied to identify the link state relationships, 
only literature relevant to DTA will be reviewed here. To the authors’ best 
knowledge, no alternative methods have been used to identify the link state 
relationships for a transportation network.  
 

2.1. Introduction 

DTA has received a lot of attention due to its significance in predicting traffic 
patterns within a transportation network for controlling and managing the network. 
According to different assignment principles, DTA problems fall into two general 
categories, namely, system optimum and user equilibrium. If the time-dependent 
origin-destination matrices are assumed to be known, in Dynamic User Equilibrium 
(DUE), users choose paths whose travel costs (time) are no higher than those on 
other available paths. If users are at the liberty of choosing departure times, the 
complete definition of DUE virtually implies users cannot shorten their travel time 
by unilaterally changing paths or departure time, which is similar to the definition of 
static user equilibrium presented in (Sheffi, 1985). The system optimum principle 
distinguishes itself from user equilibrium by requiring users to make route decisions 
for the sake of the network-wise benefit, or more specifically, minimization of the 
total travel costs of all the users. 
 
There are numerous research papers regarding the DTA problem. Solution methods 
for DTA can be synthesized into two major approaches: computer simulation and 
analytical models. Based on the mathematical techniques applied, analytical models 
can be classified into three categories: mathematical programming, optimal control 
theory, and variational inequality (Peeta and Ziliaskopoulos, 2001). Most analytical 
formulations, developed in the past two decades, tend to focus on user equilibrium 
(UE) and system optimum (SO), or variants of them such as incorporation of the 
stochastic nature of travel time. Review of simulation-based models is out of the 
scope of this project report. 
 
It should be noted that real-time deployment of DTA models and realistic 
operational performance are always among the objectives of any DTA models. 
Regardless of the mathematical techniques the analytical models apply, conflict 
always exists between tractability and modeling details, especially when traffic flow 
behaviors are considered within links of a traffic network. It is relatively difficult to 
incorporate traffic behaviors into mathematical programs or other analytical 
frameworks compared to discrete simulation. Aiming to overcome this difficulty, 
numerous research efforts, have been devoted to incorporating traffic flow models 
into DTA solving mechanisms. A quite natural idea is to absorb the traffic flow 
model into the network assignment procedure. Some models are hard to solve due to 
non-linearity of the travel time function or travel time calculation procedures they 
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adopt. These DTA formulations, incorporating various traffic flow models, will be 
discussed in the next section in greater detail.  
 
In addition to the requirement of realistic representation of traffic dynamics, it is 
important to model various external disruptions, such as traffic incidents, within the 
DTA modeling frameworks. With the availability of information about the incident 
occurrences, travelers have the option to change their routes along the way. This re-
routing behavior, or diversion, may significantly influence the traffic pattern of a 
certain network especially within the DTA context. Hence, the capability of modeling 
transient incidents should be considered critical for DTA models.  
 

2.2. Review of Analytical DTA models 

2.2.1. Mathematical programming formulations 

The applications of mathematical programming techniques to DTA were pioneered 
by Merchant and Nemhauser (1978a; 1978b). Their formulation (M-N model) deals 
with a simple deterministic problem of a fixed demand, single-destination network 
within the system optimum context. A typical problem within this SO formulation as 
well as many other SO models is First-In-First-Out (FIFO) violation.  FIFO conditions 
make a lot of algorithms unsolvable analytically due to the fact that it invites non-
convexity to mathematical programs (Peeta and Ziliaskopoulos, 2001). Compared to 
analytical models, FIFO compliance is not a problem for simulation models since it is 
easy to track each vehicle and thus maintain the FIFO condition. Another problem 
associated with some SO formulations like the M-N model relates to “holding-back” 
vehicles on links. In other words, certain traffic streams are intentionally favored 
over others to minimize the system delays (Carey and Subrahmanian, 2000).   
 
Studies by Janson (1991a; 1991b) are the first formulations attempting to model DTA 
under the UE principle. Non-linear mixed integer constraints were applied for the 
purpose of ensuring temporal continuity of OD flows. It is noted by other authors 
such as Peeta and Ziliaskopoulos (2001), that this model led to unrealistic traffic 
behaviors and relied on static link travel time functions. In order to realistically 
capture traffic behaviors, several authors attempted to accommodate traffic stream 
models into mathematical programming DTA models. Bi-level mathematical 
programs that encapsulate Greenshields’ traffic flow model (Jayakrishnan, Tsai et al. 
1995; Jayakrishnan, Chen et al. 1999) represent those early attempts.  
 
As noted by Peeta and Ziliaskopoulos (2001), mathematical programming 
approaches have their limitations in strict adherence to dynamic optimality 
conditions and retaining the FIFO property as well as realistic traffic dynamics for 
general networks.  
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2.2.2. Optimal control formulations 

In an optimal control modeling framework, both OD demands and traffic flows are 
considered as continuous functions of time, different from mathematical 
programming formulations. Friesz, Luque et al. (1989) proposed a link-based optimal 
control formulation for both SO and UE objectives for the single-destination case. 
The central assumption was continuous modifications to routing decisions based on 
changing network conditions. They also generalized Beckmann’s equivalent 
optimization problem for static UE traffic assignment as an optimal control problem, 
which lacks of efficient solution algorithm. By defining link inflows and outflows as 
control variables, Ran and Boyce (1994) transformed the DUE problem into a convex 
model using the Frank-Wolfe algorithm, which is easy to solve relative to the non-
convex model.  
 
The limitations of optimal control formulations lie in their lack of explicit constraints 
to preclude FIFO violations and sound procedures to maintain traffic realism and 
more importantly a solution procedure for general networks (Peeta and 
Ziliaskopoulos, 2001).  

 

2.2.3. Variational inequality formulations 

The strengths of variational inequality (VI) derive from its unified mechanism to 
address equilibrium and equivalent optimization problems (Peeta and 
Ziliaskopoulos, 2001). Moreover it can handle more realistic traffic scenarios. The 
study by Dafermos (1980) serves as the pioneer to use the VI approach for the traffic 
equilibrium problem. The model presented in (Huey-Kuo and Che-Fu, 1998) 
demonstrated the feasibility of VI approach within the UE-DTA context by relating 
travel time of a link exclusively with link inflow.  
 
A more influential model (Lo and Szeto, 2002) developed a variational inequality 
model that uses CTM as the underlying traffic flow model. This model successfully 
meets the FIFO condition and more importantly, is capable of capturing traffic 
dynamics. It can mimic the queue accumulation and dissipation under capacity 
reduction scenarios, which is substantial progress for DTA models using the VI 
approach. This formulation successfully circumvented traffic realism issues that were 
raised towards the VI approach in (Peeta and Ziliaskopoulos, 2001) and essentially 
made it possible for the VI approach to achieve both computational tractability and 
traffic realism.  
 

2.3. LP-DTA Models Based on the Cell Transmission Model 

The Cell Transmission Model (Daganzo, 1994; Daganzo, 1995) provides a set of linear 
equations that are a numerical approximation of the Lighthill-Whitham-Roberts 
model (Lighthill and Whitham, 1955; Richards, 1956), or LWR model. Ever since its 
inception, the CTM received great attention from researchers who focus on dynamic 
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traffic assignment due to its mathematical simplicity for encapsulation in an 
analytical framework. Ziliaskopoulos (2000), in a pioneering work, applied the CTM 
to a dynamic traffic assignment problem. The single-destination system optimum 
dynamic traffic assignment problem was formulated as an LP model based on CTM. 
Since there was only one origin-destination pair and system optimum was in effect, 
FIFO did not pose a threat to the analytical formulation. Though the model does not 
have much operational value for actual applications (Peeta and Ziliaskopoulos, 
2001), it did provide insights into the DTA problem by raising the concept of 
marginal travel time and more importantly, explored the possibility of linear 
formulation of DTA based on the CTM.   
 
Inspired by the aforementioned work, various extensions to the LP-DTA model have 
been made. The single-destination assumption was relaxed by Li and Ziliaskopoulos 
(1999). They designated fixed arrival windows for all vehicles of the network and set 
the objective function to minimize the total travel time experienced for all users 
within the network. While the two papers by Ziliaskopoulos and his colleagues 
formulated the system optimum DTA (SO-DTA) problems for single and multiple 
destinations, another significant contribution to the linear programming model for 
SO-DTA problem was made by Waller and Ziliaskopoulos (2006). It presented a 
stochastic extension to the Ziliaskopoulos’ deterministic LP model. The paper 
proposed a chance-constrained based formulation which provided a robust SO 
solution when the level of reliability is specified by users.  
 
Though Ziliaskopoulos and his colleagues did not propose analytical formulations 
for user-equilibrium DTA (UE-DTA), they developed heuristic algorithms for UE-
DTA problems. Waller and Ziliaskopoulos (2006) developed a combinatorial 
algorithm for the single-destination UE-DTA problem based on CTM. The 
conceptual framework is straightforward. Vehicles are always assigned to the time-
dependent shortest paths, which are calculated at the beginning of each iteration.  
Attempts were made to extend the algorithm to the multi-destination UE-DTA 
problem though vehicles were assumed to take fixed routes (Waller and 
Ziliaskopoulos, 2006).  Similar work includes Golani and Waller (2004).  
 
It can be seen that LP DTA models proposed by Ziliaskopoulos and his colleagues 
are able to obtain robust solutions for the single-destination system optimum DTA 
problem. Under certain assumptions, the model can be extended to incorporate 
multiple origin-destination pairs. Unfortunately, their models are not capable of 
analytically dealing with the UE-DTA problem though heuristics for UE-DTA are 
developed. 
 
Aiming to tackle the UE-DTA problem within a linear programming framework, 
Carey and his colleagues proposed an LP framework for the single-destination UE-
DTA problem. Essentially, Carey’s DTA framework (Carey and Subrahmanian, 2000; 
Carey 2009) is a bi-level mathematical program whose upper level program is 
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formulated as a system-optimum DTA problem and lower level program is referred 
to as the link sub-model. The link sub-model predicts traffic flow over each link at 
each time interval. These link flow predictions are then fed back to the upper level 
program and serve as link capacity at each time interval. By iterating between the 
upper and lower level program, a UE-DTA solution is obtained when convergence is 
reached. 

 

2.4. Summary 

 

Analytical dynamic traffic assignment models mainly apply three categories of 
mathematical techniques, namely mathematical programming, optimal control 
theory and variational inequality approach. It can be noted that a persistent issue is 
the need to balance between mathematical tractability and traffic realism. Reasons 
for this problem include difficulty in incorporating traffic flow models and non-
convexity invited by the FIFO condition. Research efforts are still needed to 
overcome the aforementioned difficulties and realize large-scale applications at 
reasonable expenses.  
 
To distinguish itself from previous LP-based DTA models, the proposed model deals 
with multiple origin-destination pairs while Ziliaskopoulos (2000) focused on the 
single-destination case within the SO context. Extending the works by Carey (2009) 
and Cary and Subrahmanian (2000), the proposed model is capable of modeling 
incidents under the UE-DTA framework.  
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Chapter 3 Model Formulation 

The model presented here is an extension of the linear programming dynamic traffic 
assignment (LP-DTA) framework proposed by Carey (2009). The following notation 
is used throughout the report. 

 

Table 1 Summary of Notation 
Notation Interpretation 

ܶ Total number of time intervals 
 ோ The set of source cellsܥ
 ை The set of ordinary cellsܥ
 ௌ The set of sink cellsܥ
௧௝ఛ௞ݔ
௦  Flow entering node ݆ at timeݐ and arriving at node ݇ at time ߬ for OD pair ݏ  
௧௝ఛ௞ݔ̅
௦  Capacity for OD pair ݏ for time space link ݆݇߬ݐ 
݀௧
௦ Demand for OD pair generated at time ݏ   ݐ

݆ ሻ The output flow for a cellݐ௝௞ሺݕ to its successor cell ݇ at time ݐ 

௪௝ݖ
௦ ሺݐሻ Size of the vehicle packet leaving cell ݆ at time ݐ whose entry time is ݓ and 

bounded for OD pair ݏ 
݊௪௝ሺݐሻ Size of a sub-packet whose entry time to cell ݆ is ݓ at time ݐ 

݊௪௝
௦ ሺݐሻ Size of a sub-packet whose entry time to cell ݆ is ݓ and belongs to OD pair ݏ at 

time ݐ 
௝ܦ
௦ሺݐሻ Number of vehicles generated for OD pair ݏ at time ݐ in cell ݆  

௝݊ሺݐሻ Occupancy of cell ݆ at time ݐ 
ܳ௝ሺݐሻ Capacity of cell ݆ at time t  

௝ܰ Maximum occupancy of cell ݆ 
 Wave propagation constant ߜ

 ݆ ሺ݆ሻ The immediate downstream nodes of nodeܧ
 ݆ ሺ݆ሻ The immediate upstream nodes of nodeܨ
 ݆ ሺ݆ሻ The immediate predecessor cells of cellܣ
 ݆ ሺ݆ሻ The immediate successor cells of cellܤ
  ݐ ሻ The set of exit time intervals for the flow entering spatial link ݆݇ at time݆݇ݐሺܫ
 ሻ, with a time-space link with unbounded capacity݆݇ݐሺܫ ሻ Expanded format of݆݇ݐାሺܫ
ܱሺ݈݆ݐሻ The set of entering time intervals for the flow exiting spatial link ݈݆ at time ݐ 
ܱାሺ݈݆ݐሻ Expanded format of ܱሺ݈݆ݐሻ, with a time-space link with unbounded capacity 

 

3.1. Basic Assumptions 

Consider a traffic network ܩሺܰ, ܰ ሻ, with a set of nodesܣ ൌ ሼ… , ݆, ݇, … ሽ joined by 
directed spatial links such as link ݆݇, each node ݆ is duplicated ܶ times if the whole 
planning horizon is divided into ܶ small time periods. This network with duplicate 
nodes is called a time-expanded network and the links between nodes are “time-
space” links (Carey and Subrahmanian, 2000; Carey, 2009).  
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Figure 1 Time-Expanded Network 

 
In this time expanded network, illustrated in Error! Reference source not found., 
inflow to a specific spatial node, say ݈ , can exit the link ݈݆  during multiple time 
intervals. For example, inflow at ݐ ൌ 4 exits in two time intervals which are ߬ ൌ 5 and 
߬ ൌ 6.  
 

3.2. Upper Level Program 

The LP-DTA framework can be extended to incorporate multiple origin-destination 
pairs as follows. In the upper level program, the objective function minimizes total 
travel time of all the flows along all time-space links in a network  ܩሺܰ,   .ሻܣ

 ݂ሺݔሻ ൌ ෍෍෍݊݅ܯ ෍ ෍ ܿ௧௝ఛ௞ݔ௧௝ఛ௞
௦

ఛ∈ூሺ௧௝௞ሻ௞∈ாሺ௝ሻ௝∈ே

்

௧ୀଵ௦

 (1)  

where ܿ௧௝ఛ௞ is the cost factor equal to the difference between node k-entering time 
and node j-leaving time ሺ߬ െ   .ሻݐ
 
For any ݆ ∈ ܰ , any OD pair ݏ  and ݐ ൌ 1,2,3, … , ܶ , we have the flow conservation 
constraint as follows:  

 ෍ ෍ ௪௟௧௝ݔ
௦

௪∈ைశሺ௟௧௝ሻ௟∈ிሺ௝ሻ

൅ ݀௧
௦ ൌ ෍ ෍ ௧௝ఛ௞ݔ

௦

ఛ∈ூశሺ௧௝௞ሻ௞∈ாሺ௝ሻ

 (2)  

where ܱାሺ݈݆ݐሻ and ܫାሺ݆݇ݐሻ are the expanded exit-flow time interval set and inflow 
time interval set respectively.  
 
In addition, it should be noted that for destination nodes, there are no outflows and 
the total demand headed for this node should be equal to the total pertinent inflow 
throughout the whole planning horizon. Mathematically, it is expressed as:  

 ෍ ෍ ෍ݔ௪௟௧௝
௦ ൌ෍݀௧

௦

்

௧ୀଵ

்

௧ୀଵ௪∈ைశሺ௟௧௝ሻ௟∈ிሺ௝ሻ

 (3)  
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where ݆ is the destination node of OD pair ݏ.  
 
The capacity constraint confines the maximum flows along each time-space link, 
which is expressed by the equation:  

௧௝ఛ௞ݔ 
௦ ൑ ௧௝ఛ௞ݔ̅

௦ , ߬ ∈  ሻ (4)݆݇ݐሺܫ

Note that flow conservation constraints (eq. (2) and eq. (3)) use expanded format of 
the set of link exit time intervals. The reasons are discussed as follows. Essentially, 
the capacity constraint (eq. (4)) excessively confines the flows over time-space links 
by not allowing more flows from upstream links to enter the current link, which 
could lead to infeasibility of the whole program. Hence, an additional unbounded 
time-space link is introduced. For example, if the time-space link with highest cost is 
link tjτതk , then this extra time-space link is ݆ݐሺ߬̅ ൅ 1ሻ݇  with unbounded capacity. 
Introduction of this unbounded time-space link expands the exit time set ܫሺ݆݇ݐሻ to 
 ሻ. This extra time-space link ensures users’ free choice of spatial paths (Carey݆݇ݐାሺܫ
2009). 
 
All the flows should be non-negative, which is expressed by: 

௧௝ఛ௞ݔ 
௦ ൒ 0, ,ݏ∀ ,ݐ ݆ ∈ ,ሺ݇ሻܨ ߬ ൐  (5) ݐ

 
Objective function of eq.(1), together with the flow conservation constraints (eq.0, 
(3)), capacity constraint (eq.(4)) and non-negativity constraint (eq.(5)) completes the 
upper level program.  
 

3.3. Lower Level Program 

The lower level program adopts the Cell Transmission Model, which is capable of 
maintaining the FIFO principle among multiple OD pairs. Only individual links are 
considered here. In other words, the CTM recipe is implemented within each spatial 
link separately. However, interaction between a link and its downstream links can 
still be captured. This will be explained after the lower level CTM model is 
presented.  
 
Since only individual links are taken into consideration, only ordinary cells, source 
cells and sink cells are needed here. The three types of cells are illustrated by Figure 
2.  

 
Figure 2 Cell Partition within a Link 

 
The source cell is the place where demand from the upper level program is input. 
Cells ݈, ݆ and ݇ are ordinary cells which have downstream and upstream cells. The 
sink cell is the place where all the flows arrive eventually. Note that each spatial link 
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has its own dummy source cell and sink cell. In addition, vehicles arriving at the sink 
cell of a specific link do not necessarily successfully enter the source cell of a 
downstream link. The vehicles in the sink cell of an upstream link advance to the 
source cell of the downstream link depending on space availability, consistent with 
the FIFO rule.  
 
This procedure propagates multi-OD traffic based on the CTM recipe while 
maintaining the FIFO condition. The procedure can be conceptually described as 
follows. Each vehicle packet is made up of several sub-packets which are 
distinguished by entry time interval and OD pair. At each time interval throughout 
the whole planning horizon, the sub-packets that can leave are determined based on 
their respective entry time interval. In order to maintain FIFO, the sub-packet that 
enters earlier should always leave earlier compared to those entering later. The 
specifics are illustrated in the coming paragraphs. The planning horizon starts from 
time interval  ݐ ൌ 1 and it is assumed that initial conditions of all the cells are known. 
Specifically, we set all the occupancies and flows equal to zero at the very beginning.  
 
The connection between the upper level program and lower level CTM model is the 
capacity of each time-space link ̅ݔ௧௝ఛ௞

௦ . Note that the capacity constraint is not 
applicable to the additional unbounded time-space link aforementioned. Therefore, 
the exit time interval ߬ belongs to the set ܫሺ݆݇ݐሻ. After the solution to the upper level 
program is obtained, the flow variables ݔ௧௝ఛ௞

௦  are summed up by using the following 
equation:  

௧௝௞ݔ 
௦ ൌ ෍ ௧௝ఛ௞ݔ

௦

ఛ∈ூశሺ௧௝௞ሻ

 (6) 

where ݔ௧௝௞
௦  signifies the total flow of OD pair ݏ entering the spatial link ݆݇ at time t . 

This total flow will be input into the lower level model as demand generated in the 
dummy source cell for the spatial link݆݇. In other words, eq.(4) and (6) are the 
connection between the upper level and lower level program. 
 
The first step of the lower level program finds the aggregate flow according to the 
CTM flow propagation equations (Daganzo, 1995) which are presented as follows. At 
any time ݐ, the output flow for cell ݆ to its successor cell ݇ can be calculated by the 
following equation: 

ሻݐ௝௞ሺݕ  ൌ ݉݅݊൛ ௝݊ሺݐሻ, ܳ௝ሺݐሻ, ܳ௞ሺݐሻ, ሾߜ ௞ܰሺݐሻ െ ݊௞ሺݐሻሿൟ, ݇ ∈  ሺ݆ሻ (7)ܤ

It can be seen that the outflow is determined by cell capacities, denoted by ܳ௝ሺݐሻ and 
ܳ௞ሺݐሻ, current occupancy ௝݊ሺݐሻ and the shockwave effect represented by the term 
ሾߜ ௞ܰሺݐሻ െ ݊௞ሺݐሻሿ. With the outflow, the cell occupancies can be updated by using 
eq.(8) as follows.  

 ௝݊ሺݐ ൅ 1ሻ ൌ ௝݊ሺݐሻ െ ሻݐ௝௞ሺݕ ൅ ሻݐ௜௝ሺݕ ൅෍ܦ௝
௦ሺݐሻ

௦

, ݇ ∈ ,ሺ݆ሻܤ ݅ ∈  ሺ݆ሻ (8)ܣ

Note that if cell ݆ is a source cell there is no inflow to it, or equivalently ݕ௜௝ሺݐሻ ൌ
0, ,ݐ∀ ݅ ∈  ሺ݆ሻ. If cell ݆ is a sink cell then no demand would be generated in this cellܣ
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and there is no output flow at any time. In other words, two conditions ݕ௝௞ሺݐሻ ൌ 0 
and ܦ௝

௦ሺݐሻ ൌ 0 hold at any time ݐ. Ordinary cells can have inflow and outflow but no 
demand. Hence, eq.(8) can be used to update cell occupancy for any category of cell 
at any time. 
 
In order to determine which sub-packets can leave at a specific time period, it is 
necessary to identify the sub-packets that are present in the current time interval. It 
has to be noted that the size of some vehicle sub-packets may be zero since it is 
possible that no vehicles enter this cell at a certain time. For cell ݆ at time interval ݐ, 
the sub-packets may enter this cell at any time interval prior to or at time interval ݐ. If 
the number of different OD pairs is ݉, then totally the maximum number of sub-
packets within a cell at any time ݐ is ݉ ൈ ݐ For example, at .ݐ ൌ 2, the maximum 
number of sub-packets within cell ݆ is 4 if there are two OD-pairs.  
 
Since sub-packets with early entry time should always leave earlier regardless of 
their destinations, it is essential to know occupancy disaggregated only by entry time 
interval at time ݐ, which is computed by:  

 ݊௪௝ሺݐሻ ൌ෍݊௪௝
௦ ሺݐሻ

௦

 (9) 

There should always exist an entry time interval ݓഥ  such that for any time interval ݐ, 

 ෍ ݊௪௝ሺݐሻ

௪ஸ௪ഥ

൑ ሻݐ௝௞ሺݕ ൑ ෍ ݊௪௝ሺݐሻ

௪ஸ௪ഥାଵ

ഥݓ, ൑ ,ݐ ݇ ∈  ሺ݆ሻ (10)ܤ

In eq. (10), ݕ௝௞ሺݐሻ is the outflow for cell ݆ to its successor cell ݇ at time ݐ, which is 
known from eq. (7). Eq. (10) essentially indicates that the packets with an arrival time 
interval earlier than ݓഥ  should advance to the downstream cell in their entirety while 
the ones arriving later than this specific time interval ݓഥ  should be split. In addition, 
we can always identify the packets leaving as a whole for OD pair ݏ  by the 
summation ∑ ݊௪௝

௦ ሺݐሻ௪ஸ௪ഥ .  
 
The FIFO principle requires that vehicle sub-packets ݊௪௝ሺݐሻ that enter before and at 
 ሻ can leave. Since we haveݐഥ should leave while only part of the sub-packet ݊ሺ௪ഥାଵሻ௝ሺݓ
multi-OD flows, we need to determine the proportions of this sub-packet allocated to 
each OD pair. We use the procedures presented in (Ge and Carey, 2004) to determine 
these proportions. The remaining part in the outflow packet after excluding packets 
leaving in their entirety is calculated as:  

ሻݐሺ௪ഥାଵሻ௝ሺݖ  ൌ ሻݐ௝௞ሺݕ െ ෍ ݊௪௝ሺݐሻ

௪ஸ௪ഥ

, ݇ ∈  ሺ݆ሻ (11)ܤ

In eq. (11), ∑ ݊௪௝ሺݐሻ௪ஸ௪ഥ  calculates the packets leaving in their entirety after the 
interval ݓഥ  has been determined by eq.(10). The outflow allocated to each OD-pair is 
proportional to the size of the sub-packet of this OD-pair. The mathematical 
expression takes the form:  
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ሺ௪ഥାଵሻ௝ݖ 
௦ ሺݐሻ ൌ

݊ሺ௪ഥାଵሻ௝
௦ ሺݐሻ

݊ሺ௪ഥାଵሻ௝ሺݐሻ
ൈ ,ሻݐሺ௪ഥାଵሻ௝ሺݖ  (12) ݏ∀

By using eq. (9) to (12), we can determine the output flow disaggregated only by OD-
pair,  

௝௞ݕ 
௦ ሺݐሻ ൌ ෍ ݊௪௝

௦ ሺݐሻ

௪ஸ௪ഥ

൅ ሺ௪ഥାଵሻ௝ݖ
௦ ሺݐሻ, ,ݏ∀ ݇ ∈  ሺ݆ሻ (13)ܤ

So far we have determined the packets that can leave cell ݆ at time interval ݐ ; 
additional manipulations are needed to update the vehicle packet lists for the cells 
and their downstream cells. More specifically, we can calculate outflow 
disaggregated by both entry time interval and OD-pair as follows. For notational 
clarity purposes, a single variable ௪݂௝

௦ ሺݐሻ is introduced to denote the flow for OD pair 
 It can be used to update the packet list .ݓ whose entry time is ݐ leaving cell ݆ at time ݏ
for each cell.  

 ௪݂௝
௦ ൌ ቐ

݊௪௝
௦ ሺݐሻ, ݓ ൑ ഥݓ

௪௝ݖ
௦ ሺݐሻ, ݓ ൌ ഥݓ ൅ 1

ݓ,0 ൐ ഥݓ ൅ 1

 (14) 

Eq. (14) essentially summarizes the flow calculation results presented in eq. (9) to eq. 
(13).  

 If the entry time ݓ of a packet is earlier than ݓഥ  (determined in eq. (10)), it is 
supposed to leave the current cell in its entirety. Hence, we have ௪݂௝

௦ ሺݐሻ ൌ

 ݊௪௝
௦ ሺݐሻ.  

 If the entry time ݓ of a packet is equal to ݓഥ ൅ 1, this packet cannot leave as a 
whole. Only part of it can leave cell ݆. Thus we have ௪݂௝

௦ ሺݐሻ ൌ ௪௝ݖ
௦ ሺݐሻ and 

 If the entry time ݓ of a packet is later than ݓഥ ൅ 1, it will not leave cell ݆.  
In order to continue to track disaggregated flows and occupancy, we need to update 
the occupancy for the next time step. Flows leave cell ݆ so we have:  

 ݊௪௝
௦ ሺݐ ൅ 1ሻ ൌ ݊௪௝

௦ ሺݐሻ െ ௪݂௝
௦ ሺݐሻ (15) 

The output flow leaving at time ݐ from cell ݆ arrives at cell ݇ after one time interval. 
As a result, we have: 

 ݊ሺ௧ାଵሻ௞
௦ ሺݐ ൅ 1ሻ ൌ ௝௞ݕ

௦ ሺݐሻ, ,ݏ∀ ݆ ∉ ,௦ܥ ݇ ∈  ሺ݆ሻ (16)ܤ

In addition, if we consider the external demand as inflow to the source cell, in a 
similar fashion to eq.(16), we have: 

 ݊ሺ௧ାଵሻ௝
௦ ሺݐ ൅ 1ሻ ൌ ௝ܦ

௦ሺݐሻ, ݆ ∈ ,ோܥ  (17) ݏ∀

Using eq. (15), (16) and (17), we calculate the disaggregated occupancies for the next 
time period.  
 
Cell FIFO ensures path FIFO as well as OD FIFO, which is proved in (Lo and Szeto, 
2002). Hence, the cumulative arrival disaggregated by OD-pair in the sink cell can be 
used to determine the travel time for the whole link. The procedures used are 
explained with a concrete example. 
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Figure 3  Cumulative Counts of Vehicles of a Link 

 
If a spatial link ݆݇ is considered, in Figure 3, demand for OD pair ݏ is generated at 
three distinct time intervals: ݐଵ, ݐଶ and ݐଷ. We can know how many vehicles arrive at 
every single time interval. It can be seen from Figure 3 that all the vehicles generated 
at ݐଵ  arrive by time ߬ଶ . Hence, we can know the flow along time-space links 
௧భ௝ఛభ௞ݔ
௦ and ݔ௧భ௝ఛమ௞

௦  . Additionally, the travel time for these vehicles is ሺ߬ଶ െ  ଵሻ for theݐ
second time-space link. Note that there may be no flow along certain time-space 
links. For example, at time ߬ହ , there are no vehicles arriving. Hence, the flow 
௧మ௝ఛఱ௞ݔ
௦ ൌ 0.  

 

3.4. Properties of the Proposed Model 

It can be seen that the outflows obtained from the Cell Transmission Model, which is 
the lower level program, are disaggregated by OD pairs. In other words, the 
disaggregated flows maintain FIFO conditions between multiple OD pairs. It is true 
that flows bound for different destinations share the same time-space link and thus it 
is argued that a single aggregate capacity constraint should be exerted on the time-
space links. However, in order to maintain FIFO, disaggregated capacity constraints 
are used for time-space links in the upper level program.  
 
The reason why queuing effects can still be captured by our model is explained 
below. The flow conservation constraint, expressed in eq. 0, indicates that flow 
entering at time  ݐ equals the flow that leaves at the same time. Graphically, it is 
depicted as Figure 4 shows. Recall that here the sub-script  t refers to the entering 
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time of the flow packet. The inflow to spatial node ݆ at time interval ݐ equals the 
outflow from the node  ݆ in two time intervals.  

 
Figure 4 Flow Conservation between Time-space Links 

 
As mentioned in the previous section, each link is associated with a dummy source 
cell and sink cell. The inflow to a specific time-expanded node, say ݆ݐ , is treated as 
demand generated at time ݐ in the dummy source cell. Due to flow conservation, this 
inflow is effectively equal to the outflow at time-expanded node ݆ݐ . Moreover, this 
“dummy demand” is loaded in a strict chronological order from the beginning of the 
modeling horizon to the end. Hence, even if all the flows can move into the sink cells, 
this does not necessarily mean that they have entered the downstream link, which 
may not have adequate available space for additional incoming flows. Recall that 
each link has its own sink cell and source cell and the sink cell of a link is not the 
source cell of its downstream link. Therefore, entering the sink cell means the flows 
have left the link that contains this sink cell however it does not necessarily mean 
that these flows have entered the downstream link. Since demand is loaded 
sequentially, it is possible that the first cell of the downstream link cannot receive a 
vehicle packet at a certain time ݐ . Vehicles have to wait for a certain period of time. 
In this way, this model is able to capture the temporal effect of spillback. The inflow 
at time ݐ may not advance immediately due to congestion in downstream cells. As a 
result, the temporal effect of spillback, which is longer waiting time is captured 
between links. It should be noted that within each link, the spillback effects can be 
fully captured by the CTM recipe.  
 

3.5. Proof of Equivalence to DUE 

According to Carey (1999), three categories of paths can be identified:  
i. Fully utilized paths are paths on which one or more links constituting the path 

carry flow to full capacity.  
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ii. Partially utilized paths are paths on which every link carries flow, but no links 
have flow to their full capacity.  

iii. Available unutilized paths are paths on which there is at least one link carrying 
no flow while other links carry flow under the capacity limit. 

 
The definition for dynamic user equilibrium in a time-expanded network is as 
follows (Carey 1999): 
 
DUE Definition: Links have fixed capacities. A traffic assignment is a UE if for each 
OD pair, FIFO is satisfied and the trip time on all partially utilized paths is not higher 
than the trip time on any available unutilized path, and is not lower than the trip 
time on any fully utilized path.  
 
The upper level program is constituted by eqs. (1) -(4). For notational simplicity, eq.0 
can be rewritten as:  

 ݃௧௝ሺ࢞ሻ ൌ ෍ ෍ ఠ௟௧௝ݔ
௦

ఠ∈ைሺ௧௟௝ሻ௟∈ிሺ௝ሻ

൅ ݀௧
௦ െ ෍ ෍ ௧௝ఛ௞ݔ

௦

ఛ∈ூሺ௧௝௞ሻ௞∈ாሺ௝ሻ

, ൛ߣ௧௝ൟ (18) 

௧௝ߣ and ௧௝ఛ௞ߙ
௦ are non-negative dual variables associated with their respective 

constraints and ߙ௧௝ఛ௞
௦  corresponds to the capacity constraint (eq.(4)). The proof uses 

Kuhn-Tucker optimality conditions which are necessary and sufficient for a linear 
program since a linear program is always a convex optimization problem (Bertsekas, 
1999). For a specific OD pair ݏ  , the Lagrangian of the linear program can be 
formulated as follows. Note that the OD-pair super-script is dropped for simplicity.  

,ሺ࢞ܮ  ,ࣅ ሻࢻ ൌ ݂ሺ࢞ሻ ൅෍෍ߣ௧௝݃௧௝ሺ࢞ሻ

௝௧

൅෍෍෍෍ߙ௧௝ఛ௞
௞ఛ௝௧

൫ݔ௧௝ఛ௞ െ  ௧௝ఛ௞൯ (19)ݔ̅

At the stationary point of the Lagrangian *x ,we have  

௧௝ఛ௞ݔ 
,ሺ࢞ܮ߲ ,ࣅ ሻࢻ

௧௝ఛ௞ݔ߲
and

,ሺ࢞ܮ߲ ,ࣅ ሻࢻ

௧௝ఛ௞ߙ߲
ൌ 0 (20) 

With respect to the dual variables, the following conditions have to hold:  

 
,ሺ࢞ܮ߲ ,ࣅ ሻࢻ

௧௝ఛ௞ߣ߲
and

,ሺ࢞ܮ߲ ,ࣅ ሻࢻ

௧௝ఛ௞ߙ߲
ൌ 0 (21) 

All the conditions expressed in eq.(20) and (21) can be written in the expanded form 
as:  

 ቐ

௧௝ఛ௞൫ܿ௧௝ఛ௞ݔ െ ௧௝ߣ ൅ ௧௝ఛ௞൯ߙ ൌ 0

ܿ௧௝ఛ௞ െ ௧௝ߣ ൅ ௧௝ఛ௞ߙ ൒ 0

௧௝ఛ௞ݔ ൒ 0

 (22) 

where ܿ௧௝ఛ௞ is the cost factor equal to ሺ߬ െ   :ሻ. In addition to eq. (22), we haveݐ

 ቐ

௧௝ఛ௞ߙ ൒ 0

௧௝ఛ௞ݔ௧௝ఛ௞൫ߙ െ ௧௝ఛ௞൯ݔ̅ ൌ 0

௧௝ఛ௞ݔ ൑ ௧௝ఛ௞ݔ̅

 (23) 
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Eq. (22) and (23), together with flow conservation in eq. (18) are KT conditions for the 
linear program.  
 
By definition, the actual path travel time (p. t. t) is the summation of travel times of all 
the links traversed along the path irrespective of the path category. Mathematically, 

.݌  .ݐ ݐ ൌ ෍ ܿ௧ᇲ௝ᇲఛᇲ௞ᇲ

ሺ௧ᇲ௝ᇲఛᇲ௞ᇲሻ∈௣೟ೕ

 (24) 

where ݌௧௝ denotes the path connecting node ݆ to the destination node at time ݐ. From 
eq.(22), we know:  

 ܿ௧௝ఛ௞ ൅ ௧௝ఛ௞ߙ ൒  ௧௝ (25)ߣ

We can write an equation similar to eq. (25) for each time-space node ݐᇱ݆ᇱ along the 
path ݌௧௝ . By adding these equations, we have: 

 ෍ ௧௝ߣ ൑ ෍ ܿ௧ᇲ௝ᇲఛᇲ௞ᇲ

ሺ௧ᇲ௝ᇲఛᇲ௞ᇲሻ∈௣೟ೕ௧ᇲ௝∈௣೟ೕ
ᇲ

൅ ෍ ௧ᇲ௝ᇲఛᇲ௞ᇲߙ

ሺ௧ᇲ௝ᇲఛᇲ௞ᇲሻ∈௣೟ೕ

 (26) 

 
 If path ݌௧௝  is an available unutilized path, then flows on all the links are 

below capacity. As a result, by the complementary slackness condition in 
eq.(23) we know all the dual variable ߙ௧௝ఛ௞ are equal to zero. Hence, eq. (26) 
becomes: 

 ෍ ௧௝ߣ ൌ ෍ ܿ௧ᇲ௝ᇲఛᇲ௞ᇲ

ሺ௧ᇲ௝ᇲఛᇲ௞ᇲሻ∈௣೟ೕ௧ᇲ௝∈௣೟ೕ
ᇲ

ൌ .݌ .ݐ  (27) ݐ

Note that right-hand side of eq. (27) is the actual path travel time expressed in eq. 
(24).  

 If path ݌௧௝  is a fully utilized path, then flows on all the links are greater than 
zero. So by complementary slackness in eq. (22), eq. (26) hold as a strict 
equality as follows:  

 ෍ ௧௝ߣ ൌ ෍ ܿ௧ᇲ௝ᇲఛᇲ௞ᇲ

ሺ௧ᇲ௝ᇲఛᇲ௞ᇲሻ∈௣೟ೕ௧ᇲ௝∈௣೟ೕ
ᇲ

൅ ෍ ௧ᇲ௝ᇲఛᇲ௞ᇲߙ

ሺ௧ᇲ௝ᇲఛᇲ௞ᇲሻ∈௣೟ೕ

൒ .݌ .ݐ  (28) ݐ

 If path tjp is a partially utilized path, then all the flows are below capacity but 

greater than zero. Hence we have:  

 ෍ ௧௝ߣ ൌ ෍ ܿ௧ᇲ௝ᇲఛᇲ௞ᇲ

ሺ௧ᇲ௝ᇲఛᇲ௞ᇲሻ∈௣೟ೕ௧ᇲ௝∈௣೟ೕ
ᇲ

ൌ .݌ .ݐ  (29) ݐ

From eq. (27), (28) and (29) , we can know that at any time t , travel time along a 
partially utilized path is not higher than the trip time on any available unutilized 
path, and is not lower than the trip time on any fully utilized path. This is consistent 
with the dynamic user equilibrium definition presented at the beginning of this 
section. 
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Chapter 4 Computational Experience of the Model 

4.1. Solving the Model 

The model is solved by an iterative approach. First, the capacity of all the time-space 
links is set to be a sufficiently large number. Then we solve the upper level program. 
Then by using eq.(6), the demand for the lower level program is calculated. The next 
step is to use the CTM flow model expressed by eq.(7) to eq. (17). The output flow at 
each time interval can be determined with the help of cumulative counts at the 
dummy sink cell. Then these output flows are used as capacity constraints in the 
upper level in the next iteration. We keep iterating between the upper level program 
and lower program until convergence is reached. This solving procedure is depicted 
by the following flow chart. 

 

Figure 5 Solution Procedure 

4.2. Numerical Examples 

The upper level model is a network problem and it is programmed with LINGO, a 
commercial optimization package. The lower level CTM model is coded with Visual 
C#. In order to test both single OD pair and multiple OD pairs scenarios, two test 
networks are constructed and displayed in Figure 6.  
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Figure 6 Two Test Networks 

4.2.1. Single Origin Destination Pair 

The basic network characteristics are shown in Table 2. The cell length is equal to the 
distance traveled by free-flowing traffic in one time interval (Daganzo, 1995). Hence, 
the cell lengths for respective links can be calculated.   
 
Table 2 Basic Characteristics of Single OD Pair Network 

Link 
Free Flow Speed   

(mph) 
Jam Density  
(veh/mile) 

Saturation Flow Rate   
(veh/hr/lane) 

Number 
of Lanes 

Length     
(miles) 

Link (1,2) 60 200 2200 3 0.4 

Link (1,3) 45 200 1800 2 0.2 

Link (3,2) 45 200 1800 2 0.3 

 

The time-dependent demand (Error! Reference source not found.) is loaded onto the 
network and the program gives the traffic flows over the entire planning horizon as 
shown in Error! Reference source not found..   

 

Table 3 Demand Profile for Single OD Network 
Time Interval (sec) 10 

Generation Node 
Generation Time 

(ith interval) 
OD Pair Number of Vehicles 

1 1 (1,2) 30 

1 2 (1,2) 40 
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Table 4 Flow Pattern of Single OD Network (No Incident) 

Program 
Execution Time 

(sec) 

Planning 
Horizon 

(sec) 

Incident 
Location 

Incident Severity 

Incident 
Duration 

(starting and 
End intervals) 

Total 
Travel 
Time      

(veh*sec) 

19.965 200 Link (1,2) 0 (No Incident) N/A 421.67 

Departure Time 
(ith interval) 

Departure 
Node 

Arrival Time 
(ith interval) 

Arrival Node OD Pair Size (veh) 

1 1 6 2 1 18.33 

1 1 7 2 1 11.67 

2 1 6 3 1 1.67 

2 1 7 2 1 3.33 

2 1 8 2 1 18.33 

2 1 9 2 1 15.00 

2 1 10 2 1 1.67 

6 3 11 2 1 1.67 

 

It can be seen that most vehicles take Link (1,2) which is obviously shorter compared 
to the other path. Two incident scenarios, distinguished by incident severity, are 
tested for the single OD network. Incident severity is defined as the percentage of 
capacity lost due to a certain incident. This capacity drop is introduced to the cell 
where the incident occurs during the incident duration. For example, if an incident 
removing ߠ percent of the original capacity occurs at cell ݆ at time ݐ, the resulting 
capacity of the cell can be mathematically expressed as:  

 ܳ௝
ᇱሺݐሻ ൌ ሺ1 െ  ሻ (30)ݐሻܳ௝ሺߠ

 
As a matter of fact, dynamic incident severity can be easily modeled by introducing a 
time dimension to the severity index, which is written as  ߠሺݐሻ. In this way, the 
incident scenario could be simulated in a more realistic manner.  
 
The flow pattern for the two incident scenarios are displayed in Tables 5 and 6. 
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Table 5 Flow Pattern Single OD Network (Incident Severity = 0.6) 

Program 
Execution Time 

(sec) 

Planning 
Horizon (sec) 

Incident 
Location 

Incident 
Severity 

Incident 
Duration 

(starting and 
End intervals) 

Total Travel 
Time       

(veh*sec) 

17.77 200 Link (1,2) 0.6 4-10 590.00 

Departure Time 
(ith interval) 

Departure Node 
Arrival Time 
(ith interval) 

Arrival Node OD Pair Size (veh) 

1 1 6 2 1 7.33 

1 1 7 2 1 7.33 

1 1 8 2 1 6.52 

1 1 9 2 1 5.70 

1 1 10 2 1 2.98 

1 1 11 2 1 0.13 

2 1 6 3 1 4.67 

2 1 7 3 1 5.33 

2 1 8 2 1 0.81 

2 1 9 2 1 1.63 

2 1 10 2 1 4.35 

2 1 11 2 1 7.20 

2 1 12 2 1 7.33 

2 1 13 2 1 8.67 

6 3 12 2 1 4.67 
7 3 13 2 1 5.33 

 

It can be seen clearly that flows still take the shorter path as expected. However, due 
to the occurrence of an incident, its capacity becomes small and is quickly fully 
occupied. This is evidenced by a decreasing number of vehicles exiting the shorter 
link. At first, the size of the exiting packet is 7.33 but later it drops continuously. At 
the 10th interval, the first path reaches its full capacity. The travel time for the other 
path (through Node 1, 3, 2) is ሺ6 െ 2ሻ ൅ ሺ12 െ 6ሻ ൌ 10 time intervals while travel time 
on Link (1,2) is 11 െ 1 ൌ 10  time intervals. Note that path 2 (Node 1,3,2) is an 
available unutilized path whose travel time in no shorter than the fully capacitated 
path. This finding is consistent with the DUE definition.  
 
The scenario in which a major incident with severity index equal to 1 occurs is also 
tested and the results are shown in Error! Reference source not found..   
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Table 6 Flow Pattern of Single OD Network (Incident Severity = 1) 

Program 
Execution Time 

(sec) 

Planning 
Horizon (sec) 

Incident 
Location 

Incident 
Severity 

Incident 
Duration 

(starting and 
End intervals) 

Total Travel 
Time       

(veh*sec) 

35.87 200 Link (1,2) 1 4-10 536.67 

Departure Time   
(ith interval) 

Departure 
Node 

Arrival Time 
(ith interval) 

Arrival 
Node 

OD Pair Size (veh) 

1 1 6 2 1 18.33 

1 1 7 2 1 11.67 

2 1 6 3 1 10.00 

2 1 7 2 1 3.33 

2 1 7 3 1 8.33 

2 1 12 2 1 18.33 

6 3 11 2 1 8.33 

6 3 12 2 1 1.67 

7 3 12 2 1 8.33 

 

It can be observed that vehicles take the shorter path (Link (1,2)) first. When an 
incident seriously undermines the link capacity, vehicles take the parallel path. 
When the shorter path is used at capacity, the travel time for this time-space path is 
12 െ 2 ൌ 10 time intervals. We can see the travel time of the parallel time-space path 
is equal to that when there is no capacity left. This happened at the 12th time interval.   

4.2.2. Multiple Origin Destination Pairs 

Like the single OD pair network, three scenarios are tested for the multiple OD pairs 
network shown in Error! Reference source not found.. The basic information and 
demand profile are provided in Error! Reference source not found. and Error! 
Reference source not found.. 
 
Table 7 Basic Characteristics of the Multiple OD Pairs Network 

Link 
Free Flow Speed   

(mph) 
Jam Density  
(veh/mile) 

Saturation Flow Rate   
(veh/hr/lane) 

Number of 
Lanes 

Length 
(miles) 

Link (1,3) 45 200 1800 2 0.2 

Link (1,4) 60 200 2200 3 0.4 

Link (2,3) 45 200 1800 2 0.2 

Link (2,5) 60 200 2200 3 0.4 

Link (3,5) 45 200 1800 2 0.2 

Link (4,6) 45 200 1800 2 0.2 

Link (5,6) 45 200 1800 2 0.2 
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Table 8 Demand Profile for Multiple OD Pairs Network 
Time Interval (sec) 10 

Generation Node 
Generation Time 

(ith interval) 
OD Pair Number of Vehicles 

1 1 (1,6) 20 

1 2 (1,6) 25 

2 1 (2,6) 15 

2 3 (2,6) 25 

 

The assignment results for the three cases are shown in Tables 9-11.  

Table 9 Flow Pattern for Multiple OD Pairs Network (No Incident) 

Program 
Execution Time 

(sec) 

Planning Horizon 
(sec) 

Incident 
Location 

Incident 
Severity 

Incident 
Duration 

(starting and 
End intervals) 

 

119.8279816 18 Link (2,5) 
0 (No 

Incident) n/a 

Departure Time  
(ith interval) 

Departure Node 
Arrival Time 
(ith interval) 

Arrival Node OD Pair Size (veh) 

1 1 6 4 (1,6) 18.33 

1 1 7 4 (1,6) 1.67 

1 2 6 5 (2,6) 15.00 

2 1 7 4 (1,6) 13.33 

2 1 8 4 (1,6) 1.67 

2 1 9 4 (1,6) 10.00 

3 2 8 5 (2,6) 18.33 

3 2 9 5 (2,6) 1.81 

3 2 10 5 (2,6) 4.85 

6 4 10 6 (1,6) 10.00 

6 4 11 6 (1,6) 8.33 

6 5 10 6 (2,6) 10.00 

6 5 11 6 (2,6) 5.00 

7 4 11 6 (1,6) 1.67 

7 4 12 6 (1,6) 13.33 

8 4 12 6 (1,6) 1.00 

8 4 13 6 (1,6) 0.67 

8 5 12 6 (2,6) 10.00 

8 5 13 6 (2,6) 8.33 

9 4 13 6 (1,6) 10.00 

9 5 13 6 (2,6) 1.67 

9 5 14 6 (2,6) 0.15 

10 5 14 6 (2,6) 4.85 
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For OD pair (1,6), all the flows take the path connecting nodes 1,4,6 while for the 
other OD pair all the flows select the path connecting nodes 2,5 and 6 due to the fact 
that the chosen paths are comparatively short. This path selection changes when an 
incident is introduced on Link (2,5).  

 

Table 10 Flow Pattern for Multiple OD Pair Network (Incident Severity = 0.6) 

Program 
Execution Time 

(sec) 

Planning 
Horizon (sec) 

Incident 
Location 

Incident 
Severity 

Incident Duration 
(starting and End 

intervals) 

122.935 18 Link (2,5) 0.6 4-8 

Departure Time 
(ith interval) 

Departure Node 
Arrival Time 
(ith interval) 

Arrival Node OD Pair Size (veh) 

1 1 6 4 (1,6) 18.33 

1 1 7 4 (1,6) 1.67 

1 2 6 5 (2,6) 7.33 

1 2 7 5 (2,6) 7.33 

1 2 8 5 (2,6) 0.33 

2 1 7 4 (1,6) 13.33 

2 1 8 4 (1,6) 10.00 

2 1 9 4 (1,6) 1.67 

3 2 8 3 (2,6) 6.04 

3 2 8 5 (2,6) 7.00 

3 2 9 5 (2,6) 7.33 

3 2 10 5 (2,6) 4.63 

6 4 10 6 (1,6) 10.00 

6 4 11 6 (1,6) 8.33 

6 5 10 6 (2,6) 7.33 

7 4 11 6 (1,6) 1.67 

7 4 12 6 (1,6) 10.00 

7 4 13 6 (1,6) 3.33 

7 5 11 6 (2,6) 7.33 

8 3 12 5 (2,6) 6.04 

8 4 13 6 (1,6) 6.67 

8 4 14 6 (1,6) 3.33 

8 5 12 6 (2,6) 7.00 

8 5 13 6 (2,6) 0.33 

9 4 14 6 (1,6) 1.67 

9 5 13 6 (2,6) 2.30 

9 5 14 6 (2,6) 5.04 

10 5 14 6 (2,6) 4.63 

12 5 16 6 (2,6) 6.04 
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It can be seen that flows start taking an alternative path for OD pair (2,6). The longer 
route (Node 2-3-5-6) begins to be occupied when the shorter path is fully utilized. 
However, the travel time of the longer path is still longer. It is expected that more 
flows will take this longer path when a major incident happens. The results shown in 
Error! Reference source not found. confirm this inference. 
 
Table 11 Flow Pattern for Multiple OD Pairs Network (Incident Severity =1) 

Program 
Execution Time 

(sec) 

Planning 
Horizon (sec) 

Incident 
Location 

Incident 
Severity 

Incident 
Duration 

(starting and End 
intervals) 

 

93.379 18 Link (2,5) 1 4-8 

Departure Time   
(ith interval) 

Departure 
Node 

Arrival Time 
(ith interval) 

Arrival Node OD Pair Size (veh) 

1 1 6 4 (1,6) 18.33 

1 1 7 4 (1,6) 1.67 

1 2 5 3 (2,6) 8.57 

1 2 6 3 (2,6) 5.00 

1 2 11 5 (2,6) 1.43 

2 1 7 4 (1,6) 15.00 

2 1 8 4 (1,6) 10.00 

3 2 8 3 (2,6) 10.00 

3 2 9 3 (2,6) 5.00 

3 2 13 5 (2,6) 6.67 

3 2 14 5 (2,6) 3.33 

5 3 9 5 (2,6) 8.57 

6 3 10 5 (2,6) 5.00 

6 4 10 6 (1,6) 10.00 

6 4 11 6 (1,6) 8.33 

7 4 11 6 (1,6) 1.67 

7 4 12 6 (1,6) 10.00 

7 4 13 6 (1,6) 1.67 

7 4 14 6 (1,6) 3.33 

8 3 13 5 (2,6) 10.00 

8 4 13 6 (1,6) 1.67 

8 4 14 6 (1,6) 8.33 

9 3 14 5 (2,6) 5.00 

9 5 14 6 (2,6) 8.57 

10 5 15 6 (2,6) 5.00 

11 5 15 6 (2,6) 1.43 

13 5 14 6 (2,6) 16.67 

14 5 15 6 (2,6) 8.33 
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4.3. Examination of Link State Relationships 

Link state relationships can be complicated especially when multiple origin-
destination pairs exist since interactions between links, paths and OD pairs are 
intertwined under most circumstances. In this chapter, basic insights into link state 
relationships are provided based on density variations obtained from flow patterns 
of the test network with multiple OD pairs. 

4.3.1. Multiple OD network 

The graphical presentations of density variations are shown below for both the 
incident scenario (Figure 8) and non-incident scenario (Figure 7).   

 
Figure 7 Density Variations of Links under the No-Incident Scenario 

 
Figure 8 Density Variations of Links under the Incident Scenario (Severity = 0.6) 

 
The density variation diagram depicts the temporal density variations for links of the 
test network. The horizontal axis represents the time interval, which is 10 seconds 
while the vertical axis records the density measurement.  
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The test network (Figure 6) has two OD pairs: OD pair (1,6) and (2,6). Two routes 
exist for OD pair (2,6). The first route consists of links: (2,3), (3,5) and (5,6) and the 
second one consists of links: (2,5) and (5,6). It is expected that these two routes serve 
as substitutes to each other under incident conditions. In order to clearly examine the 
substitution relationship between the two routes, the possible maximum densities of 
all links were set to fall within the non-congested regime. In this way, we can isolate 
the effects of incident from congestion effects. Note that the maximum density is less 
than 50 vehicles/mile, which is under non-congested conditions. Under the no-
incident scenario, all vehicles take the second route which consists of Link (2,5) and 
Link (5,6). When an incident occurred, the vehicles chose the parallel route. This 
different route choice behavior is consistent with the expectation of the relationship 
between the two routes.  
 
For link state relationships, Link (2,3), Link (3,5) and Link (2,5) exhibit a substitution 
relationship under the incident conditions. More specifically, during the incident, 
Link (2,3) and Link (3,5) supply the capacity needed to handle the diverted traffic 
due to the capacity reduction of Link (2,5). In addition, the amount and duration of 
the additional traffic on Link (2,3) and Link (3,5) can be determined.  

4.4. Application of Link State Relationships 

With the information regarding the link state relationships, effective incident 
management strategies can be determined accordingly. For example, the signal 
timing settings of the links that substitute the link where incidents occur can be 
quickly adapted. Moreover, the information of amount and duration of the 
additional traffic can be used to determine whether it is necessary to exploit the 
dynamic HOV designation strategy and open the HOV lanes to all traffic to deal with 
the incident.  
 
For the multiple-OD network in the real world, there are usually more than two 
paths for each OD pair and a few links are shared by many paths. Additionally, with 
the changing incident conditions and demand level, the link state may not always 
exhibit exact identical relationships. However, the merits of predicting flow and 
density variations still remain and can be used for incident management 
applications. The visualized density and flow predictions under different incident 
scenarios can be aggregated and mined to extract a generalized pattern for the state 
relationships for certain links. These general patterns can then serve as the guidance 
for incident management purposes for those links. Needless to say, the link state 
relationships for a sufficient number of incident scenarios need to be investigated 
and stored before operational suggestions for incident management can be made.  
 
Besides the aggregate usage of the link state relationships aforementioned, flow and 
density predictions for individual links can be used as a reference for making 
informed incident management decisions for these specific links.   
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Chapter 5 Conclusions and Future Extensions 

5.1. Conclusions 

Effective implementation of incident mitigation strategies requires accurate and 
efficient procedures to predict link states, which are described by traffic density and 
flow. Considering the diversion behavior and the characteristics of link states, in this 
project, we apply UE-DTA to predict the link states and get insights regarding link 
state relationships. We developed a linear programming model that incorporates 
multiple origin destination pairs while possessing the capability of modeling 
transient incident phenomena. The model is based on the LP-DTA framework 
proposed by other researchers which allows user equilibrium by iterating between 
an upper level and lower level program that constitute the whole model. The 
model’s equivalence to DUE is proved by exploiting the Kuhn-Tucker condition, 
which is necessary and sufficient for a linear program.  
 
Two cases, namely the single OD pair network and multiple OD network, were 
constructed and tested. The results show that the flow pattern preserves the user 
equilibrium principle and satisfies the FIFO condition. The link-based encapsulation 
of Cell Transmission Model is able to temporally capture the spillback between links 
and fully mimics the spillback within links. This model strikes a balance between 
computational tractability, traffic realism and incident modeling capability.  
 
The flow pattern resultant from the model can be easily transformed to link density 
variations as shown in Section 4.3. The prediction of link density variations, 
combined with the flow pattern, is used to investigate the link state relationships. By 
isolating the effects of incident occurrence, the parallel routes of a specific OD pair 
display the relationship of substituting for each other, which is consistent with the 
general expectation regarding such parallel routes. A closer examination over the 
density variations confirms the existence of a substitution relationship between the 
links of the two parallel routes. Detailed information about the additional traffic on 
the diversion route is also obtained.  
 
Two levels of application of link state relationships are identified for real-world 
situations. Information about link states for different incident scenarios can be 
aggregated and mined to derive general patterns for the link state relationships. 
These patterns can be used as general guidance for incident management purposes. 
A microscopic level of application involves usage of flow and density predictions for 
a specific incident. For example, they can be used to determine whether it is 
necessary to exploit the dynamic HOV designation strategy and open the HOV lane 
to all traffic to deal with the incident. Operational adjustments such as changing 
signal timing can also be made based on the information regarding link states.  
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5.2. Future Extensions 

One of the most important extensions is apparently to deal with spatial spillbacks 
between links. In the lower level CTM model, when diverge and merge cells are 
introduced, it is critical to come up with a mechanism to determine the diverge 
coefficients while maintaining the FIFO condition. In addition, real-world situations 
including queuing at signalized intersections can be also incorporated into the model 
by adapting the lower level CTM model. More specifically, cell capacities can be set 
as time-dependent to simulate the traffic signals. With these extensions and 
adaption, the model can be applied to large-scale networks by refining the solution 
code or resorting to more advanced computing techniques.  
 
Another avenue for future research is to explore how to integrate the information 
about link state relationships under different incident scenarios and thus derive the 
general pattern of link state relationships. High computation speed for this 
derivation process is desired since incident mitigation strategies need to be 
determined quickly. Therefore, research efforts are needed in the aspects such as 
designing efficient data mining algorithms for real-time deployment.  
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